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Abstract

The edge-bandwidth of a graph G is the smallest number B’ for which there is a bijective labeling of E(G) with {1, ..., e(G)}
such that the difference between the labels at any adjacent edges is at most B’. Here we compute the edge-bandwidth for rectangular
grids:

B'(Py, ® Py) =2min(m, n) — 1 if max(m,n)>3,

where @ is the Cartesian product and P, denotes the path on n vertices. This settles a conjecture of Calamoneri et al. [New results
on edge-bandwidth, Theoret. Comput. Sci. 307 (2003) 503-513]. We also compute the edge-bandwidth of any torus (a product of
two cycles) within an additive error of 5.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

We will use the standard notation and terminology on graphs, see e.g. [3]. Also, we denote [n] = {1, ..., n}.

Let G be a graph with n vertices. The bandwidth of G is B(G) = min,{B(#)}, where the minimum is taken over all
bijections n : V(G) — [n] and B(#) is the maximum of |1(x) — n(y)| over all adjacent vertices x, y.

This classical problem was introduced by Harary [12, Problem 16, p. 167] and Harper [14]. It has been extensively
studied due to its connections to isoperimetric inequalities [6], VLSI design and other layout problems [10], multicasting
[4], multi-channel transmission of data with noise [2], graph searching [13], and others. (For each area, we mentioned
a sample recent paper containing further pointers; also we refer the reader to the older surveys by Chinn et al. [7] and
Chung [8].)

As a simple example, let us show how graph bandwidth appears in some multi-channel transmission problems.
Suppose we want to encode each element / € [mn] as a pair (I1, l) € [m] x [n] to be transmitted over two channels.
We want to minimize b such that if one of the channels fails (and we are told which one) then knowing the remaining
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part /;, we can find an interval of length b containing all possible inputs /. Then the smallest possible b is precisely the
bandwidth of the Cartesian product of the cliques K, and K, see [2].

The edge-bandwidth B'(G) is the bandwidth of the line graph of G. In other words, it is the smallest integer B’
for which there is a bijection between E(G) and {1, ..., e(G)} such that the difference between the labels at any two
adjacent edges is at most B’. This parameter was introduced by Hwang and Lagarias [15]. Being just a special case of
bandwidth, it is far less studied but recent years witnessed an increase of activity in this area [17,16,11,5,1].

Let us consider P, @ P,, the m x n-grid, where P, denotes the path of order n and @ is the Cartesian product.
Computing the (edge-) bandwidth for grids is of interest because these graphs epitomize the two-dimensional nature
of many real world problems. Chvatalova [9] proved that B(P,,® P,) = min(m, n) if max(m, n) >2. Calamoneri
et al. [5, p. 512] conjectured that

B' (P, ®P,) =2min(m,n) — 1. (1)
The upper bound (an example of an edge labeling) is easy to produce (see Lemma 4 here). Balogh et al. [1] proved that
B (Py@®P)=2n—~/n—1, n=2.
Here we completely settle the conjecture by proving the following results.
Theorem 1. Let F be an arbitrary connected graph of order m and size I. If n > max (I + 2 + 3), then
B (F®P,) =1+m. (2)

Theorem 2. For any n>3, we have B'(P,®P,) = 2n — 1.

Theorems 1 and 2 imply (1) for any positive m, n except for the pairs (1, 1), (1, 2), and (2, 2). The first two cases do
not make much sense (namely, P,, @ P, has at most one edge) while the last case is an exceptionto (1): B'(P,@® P») = 2.

We believe that the restriction n >/ 4+ 2 in Theorem 1 can be weakened to n >/ + 1 by appropriately modifying our
proof of Theorem 2. However, the argument becomes far messier and its length seems to increase considerably. So, in
order to keep this paper short and readable, we do the case F = P, only.

Tori, that is, Cartesian products of two cycles, were studied by Li et al. [18] who computed B(C,,, ®C,,) for all m, n.
Balogh et al. [1] considered the edge bandwidth of the torus C,, @ C,, and established the following bounds:

4n — 2320 — 1< B (C,®Cp) <dn, n>3. A3)

We have been able to reduce the gap in (3):

Theorem 3. For any m >n >3, we have

4n — 5< B (C,, ®C,) <4n. 4)

Our proof techniques for Theorems 1-3 are built upon those from [1].
Independently of us, Akhtar, Jiang, Miller, and Pritikin report to have obtained new bounds on the edge-bandwidth
of various graph products, in particular the following:

B'(P,®P,)>2n—2 and B (C,®C,)>4n -5,

as well as the asymptotic result for B’ (Pn69 d), for any fixed d > 3.

Our paper is organized as follows. In Section 2 we provide some further notation and auxiliary results that we will
need. The (easy) upper bounds of Theorems 1 and 2 are proved in Lemma 4. Sections 3 and 4 are dedicated to proving
the corresponding lower bounds. Theorem 3 is proved in Section 5. Some open problems are mentioned in Section 6.

2. Notation and basics

Let us set up the notation that we will use for the Cartesian product G = F @ H of any two graphs F and H of orders
m and n, respectively. We will usually assume that V (F) = [m] and V(H) = [n]. Thus, G has the vertex set

V(G)={G,Jj):1<i<m, 1< j<n}
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and edges
{rip:1<i<m,D € E(H)}Uf{cp,j: D € E(F),1<j<n}

withr; yy incident to (i, x) and (i, y) and cy,, j incident to (x, j) and (y, j). (We will abbreviate {x, y} to xy sometimes.)
The edges of the form r; p are called horizontal and the edges cp,; are vertical. Fori =1, ..., m, the ith row is

Ri ={rip: D e E(H)},
and, for j =1, ..., n, the jth column is
Cj={cp,j: D € E(F)}.
(Thus, we use matrix-type coordinates.) An edge D € E(F) gives us the quasi-row
Rp ={cp,j:1<j<n},
and an edge D € E(H) gives us the quasi-column
Cp=1{rip:1<i<m}.

A line is a row or a column. A quasi-line is a quasi-row or a quasi-column.

If one of the graphs is a path or a cycle, then we assume that it traverses its vertex set in the natural order. For
example, the cycle C, visits its vertices in this order: 1,2,...,n — 1,n, 1. If H = P, is a path, then we will denote
rij = riyj,j+1) and C/ = C’j i+ fori € [m]Jand j € [n — 1]. If H = C, is a cycle, then we additionally let
Tin = Fin,1y and C = C . Likewise we define ¢; ; and R if Fis a cycle or a path. Since we use different letters R
and C, correspondmg to the rows and columns, this will not cause any clashes in notation.

For example, for G = P;@® P3; we see the following picture:

G Ci () Cé C3
Ry (L,1) "t (1,2) "2 (1,3)
R; 1,1 Cc1,2 C1,3
R, (,1) 21 (2,2) 22 (2,3
Ré €2,1 2,2 €2,3
Ry (3,1) 31 (3,2 B2 (33

Having introduced the notation we are ready to prove the upper bound in Theorems 1 and 2.

Lemma 4. If F is a graph of order m and size I, then
B'(F@®P,) <l +m.

Proof. Informally speaking, we label columns and quasi-columns from left to right. Here is a formal description. Order
the edge set of F arbitrarily: E(F) = {Dy, ..., D;}. Alabel (j — 1)({ +m) +i € [nl + (n — 1)m] with j € [n] is
assigned to cp, ; ifi € [[]and tor;; ; if [ < i</ + m.Itis easy to see that for n >3, the largest difference between
adjacent labels is m + [; it is achieved for pairs of adjacent horizontal edges. [J

The support of aset S C E(G)is V(S) = UDesD. (Thus, for example, for F® P, we have V(R;) = {(i, j) : j €
[n]}.) Two subsets of E(G) touch if their supports intersect.
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The complement of a given set S of edges of Gis S = E(G) \ S. For an edge D € S, the distance of D from S is the
order of the shortest path in G joining a vertex of D to a vertex of V (S). (For example, if D N V(S) # @, then their
distance is 1.) The tth neighborhood o' (S) of S consists of those edges in S that are at distance at most ¢ from S. Note
that ¢ (S) N S = @. For r = 1, we simply say the neighborhood and write ¢(S).

The following easy observation is a very useful tool for proving lower bounds on edge-bandwidth; see Harper [14]
for the vertex-bandwidth version.

Lemma 5. For any edge labeling n of G, any 1< j < e(G), and any t > 1, we have

max(|a’ (S)[, |a (S)])

t where S = n~ ' ([j]). &)

B'(n)>

Proof. The edge D; in ¢ (S) with the largest label, which is at least j + |6 (S)]|, can be connected by a path P with at
most 7 vertices to some edge D; in S, which has label at most j. Consider now the path P’ obtained from P by adding
D at the beginning and D; at the end. At some vertex v of P, the labels on the two edges of P’ that are adjacent to v
differ by at least |6’ (S)|/t, as required. The bound given by ¢’ (S) is proved similarly. [

3. Proof of the lower bound in Theorem 1

Our argument has to consider two very similar cases where rows and columns play different roles. To make the proof
shorter, we will deal with them in one go. Namely, let {F, P,} = {F1, F>} where we do not specify which is which.
Fori =1, 2,letv; = v(F;) and ¢; = e(F;). (Thus, for example, {vy, v2} = {m, n}.)

Take any edge labeling # of G = F| @ F; that achieves the edge-bandwidth. Let s be the smallest number such that
11’1 ([s + 1]) contains two lines as subsets. Let S = 11’] ([s]). Note that S contains precisely one line. We can assume
without loss of generality that S contains R, for some p € [v1].

Let

K ={i €[vi]: V(S)NV(R;) # ¥}

consist of all (indexes of) rows that touch S. Let k = |K]|.

Suppose first that k = v;. Then the neighborhood ¢(S) contains at least v, vertical edges: for each j € [vy], we have
C;\S # ¥ while C; touches R, C S. Also, for eachi € [vi]\{p}, R;\S # @ but R; and S touch because K = [v1].
This shows that ¢(S) has at least v; — 1 horizontal edges. By Lemma 5,

B (G)=|loS)|=vi+v—1l=m+n—1,

which is even strictly greater than the desired bound.
So assume that k < vy. Let Y = ¢"17%(S) and Y’ = Y\a(S). To estimate |Y|, we break Y into three disjoint sets

Y= U @xncy|u U @'ncp|ul U @S nNR)],
J€lv2] DeE(F2) i€fvy]
and estimate the cardinality of each of them.
First, for any j € [vz] at least vi — k vertices of V(C;) do not belong to V (S), which implies that |C;\S|>v; — k.
As Cj is a connected graph (it is isomorphic to F), we have

Y NCjl=v —k. (6)
Consequently,
U 0ncCp| =i — k.
J€lv2]

Our estimate of the second part is given by the following lemma.
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Lemma 6. We have
Y'NChlzv —k—1 (7

for every D € E(F>).

Proof. Let D € E(F32). Note thatif {i, j} € E(F) is such thatr; p and r; p are notin S, then the distances from V (S)
of r; p and r; p differ by at most one. Since k < vy and F7 is connected, there is i € V (F) such that the distance of
ri p from V(S) is 2. It follows, because of the connectivity of Fj, that the set of distances of r; p from V(S) as i runs
through V (F1) under the condition that r; p ¢ S U ¢(S) consists of consecutive integers from 2 up to some integer.
Since Cb, has at least v; — k elements that do not touch S, it follows that

Y'NCphlzv—k—1. O

Finally, since F» is connected, we have a(S) N R; # @ for eachi € K\{p} which implies that

U @) NR)

i€lvr]

>k — 1. ®)

Adding all these estimates together, we obtain
Y= —kva+ (@ —k—1)er +k—1. )
Let y denote the right-hand side of (9). If F; = P,, then we obtain after routine calculations that
y=m—-k(m+Il—-D+n—-1—-1>2m—-k(m+1-1)+1,

which implies the required bound by Lemma 5. (Recall that n >1 4 2 by the assumption of Theorem 1.) In the case
F1 = F weobtainy = (m — k)(2n — 2) +m — n. Using the facts that m —k = vy —k>landm<l 4+ 1<n — 1,
we obtain the desired bound:

ym—km+m—3)+1>m—k)(+m—1)+1.

This finishes the proof of Theorem 1 by Lemma 5.
4. Proof of the lower bound in Theorem 2

Let G = P,® P,. Let us apply the proof of the lower bound of Theorem 1 to G using the same notation. (Thus,
V] = vy =n,e; = ey =n — 1, etc.) Observe that in Section 3 we use the restriction n >1 + 2 only after (9). Hence,
the inequality (9) applies also to G, giving |Y | > (n — k) (2n — 2). If this inequality is strict, then we immediately obtain
the claimed lower bound by Lemma 5. So, let us suppose on the contrary that Theorem 2 is not true. It follows that

B/(PW@PH)ZZH—Z (10)

and that (9) and the inequalities which led to it are all equalities. Also we have k < n. The overall plan is to get as
much structural information about S as possible so that we can derive the final contradiction.

Lemma 7. For every line L we have |a(S) N L| < 1.

Proof. If Lis arow, then the claim follows from the fact that we have an equality in (8). So suppose that some column
L = Cj violates the lemma, that is, |a(S) N C;|>2. As (6) is an equality, we conclude that C;\S has at most (and
hence precisely) n — k edges. It follows that k <n — 2 and that C;\S C a"*=1(S). Consequently, CH\S C a"k(9)
for any edge D of P, containing j. This makes (7) strict, a contradiction. [J

Let us call a line L compressed if V(S) N V(L) is either empty or spans a connected subgraph (that is, a path) that
contains at least one endpoint of L. The following claim is an obvious corollary of Lemma 7.
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Lemma 8. Every line is compressed.

We know that V(R)) intersects every set V(S§) N V(C;), i € [n]. As k < n, there is a row disjoint from every
such set. As each column is compressed by Lemma 8, we conclude that the intersections of V () with the columns, if
projected onto the first coordinate, form a nested family. Furthermore, since each row is compressed, we can choose
one of the two canonical ways to label the vertex set of each factor P, by [n], so that for any i1, i2, ji, j2» € [n] we have

n<iz, Jjis<j, (2, )2) € V(S) = (i1, j1) € V(S). (1)

Let us assume that this monotonicity property (11) holds. In particular, since k < n, we haven ¢ K.

We say that a line L is full if V(L) C V(S). Asn ¢ K, no column is full but we may have a few full rows. A line L
is filled (resp. almost filled) if no edge (resp. exactly one edge) of L\ S has both endpoints in V (S). Intuitively, a filled
line has as many edges in S as possible given the set V(S).

Lemma 9. Every line that is not full is filled. All full rows are filled or almost filled.

Proof. Supposethataline Lisnotfilled, thatis, thereisanedge {x, y} € Swithx, y e VIL)NV(S). IFV(L\V(S) # 9,
the set ¢(S) N L contains the edge {x, y} and at least one more edge. This contradicts Lemma 7. Thus the line L is full,
proving the first part.

For any full row L we have o(S) N L = L\S, implying that the latter set has at most one element, again
by Lemma7. O

Recall the notation that applies to G = P, ® Py:

Tij = Tigj 4l Cij = Clitnys Ri =Ry € =C iy
The following claims are proved by analyzing

Z=0a(S),

the first neighborhood of the complement of S, so it is convenient to put them into a single lemma.
Lemma 10. We have p = 1. There is at most one almost filled row; moreover, if such a row exists, then it is R».

Proof. Assume that there is at least one almost filled row. (Otherwise we are done: R, is the only full row and, by
(11, p=1)

By Lemma 9 every almost filled row is full. Let f > p be the largest index such that R is full. (It is not excluded
so far that f = p.) We have f >2 and, by (11), all rows R; with i € [ f] are full.

By Lemma 5 and the assumption (10), we have |Z|<2n — 2. Observe that for every j € [n], we have ¢, ; € S
(because n ¢ K) and c1,; € S (because R; and R; are full while the column C; is filled by Lemma 9). Hence,
Z N C; # ¥ and, in total, Z contains at least n vertical edges.

Take any edge {x, y} € E(Py,) such that r ¢, € S. Choose the largest i > f such thatr; x, € S. Asn ¢ K, we have
i < n.Since R;41 is not full, it is filled by Lemma 9. The edge 7,11,y is notin S, so at least one of its endpoints is not
in V(S); letitbe (i + 1, x). This means that ¢; , € S and rixy € Z. By Lemma 9 we have at least n — 2 choices for
Xy, so Z has at least n — 2 horizontal edges inrows Ry, ..., R,_1.

This already gives us that |Z|>2n — 2. Any row R; with i € [ f]\{p} has precisely one missing edge by Lemma 9.
So, in order to prevent extra horizontal edges in Z, we have to assume that f = 2 and p = 1, as required. [J

Fori =1,2,3,let D; = n~ (s +1i), Si = n~ (s +i]), ¥; = 0(5;), and Z; = o(S;). Let

s_ |1 if@mev),
] 0 otherwise.

Thus, 6 = 0 if and only if R; is the only full row.

Lemma 11. The edge D is vertical.
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HEEENE |

(@ (b)

Fig. 1. The structure of Sy given by Lemma 13.

Proof. Suppose on the contrary that D is horizontal. Let it lie in the ith row. By the definition of S, we have R; C S;.
The argument of Lemma 10 shows that Z; has at least n — 1 4 0 vertical edges (at least one edge per each column C;
except C,, if 6 = 0).

Observe that there are no almost filled rows among R;41, ..., R,. (Indeed, we have i >>2 so the existence of such
a row contradicts Lemma 10.) Now, the argument of Lemma 10 shows that Z; contains at least one edge from each
quasi-column. Furthermore, if 6 = 0, then the edges ry ,—1, rin—1 € Si, coming from the same quasi-column C ;l_l,
are both in Z. (Indeed, (2, n) ¢ V(S);so (i, n) ¢ V(S) by (11); as D is horizontal, we have ¢y ,, ¢; , € S1.) Thus, we
have exhibited at least n — ¢ horizontal edges in Z;. This gives us the desired contradiction |Z1|>2n — 1. O

Lemma 12. The edge D1 belongs to C1; thus D1 = ¢,—1.1-

Proof. If D; = ¢;,—1, then (11) and Lemmas 9 and 10 imply that n = 3 and, furthermore, S = {ry 1,712, D, c1,1,
c1.2,c1,3}, where D is either o1 or ra 2. If D = 121, then |Z;| = 5, a contradiction. If D = ry, then r,, ,—1 is only
choice for Dy = 5~ (s 4 2) that avoids the contradiction | Z»| = 5. But then we obtain a contradiction in the next step:
|Z3| = 5 for any Ds.

So assume that D ¢ C,. The set Y1 = ¢(S]) contains at least n — 1 vertical edges and at least one edge from each
of Ry, ..., R,. If D1 ¢ Cy, then Y| has at least two edges from R,,, giving the desired contradiction |Y1|>2n—1. O

Now we are able to show that S; must have a very restrictive structure. (The reader may refer to Fig. 1 for an
illustration.) Let 2, consist of all edges of G spanned by {(i, j) € V(G) :i + j<q]}.

Lemma 13. [f0 =0, then S| = R} U C| U 2, for some 3<g<n+ L.Ifo=1,then Sy = R{UC1 U211 U{cin}

Proof. Suppose first that = 0. All columns and rows are filled with respect to S;. The argument of Lemma 10 shows
that Z; contains at least one edge from each quasi-line. Since this already gives at least 2n — 2 edges, no quasi-line can
have two common edges with Z;. It follows that for any i >2 with S| N R; # @) we have |S1 N R;+1|=|S1 N R;| — 1:
otherwise |R;_, N Z1| >2. The analogous claim holds for the sizes of §; N C;. A moment’s thought reveals that S has
the required structure.
Let 6 = 1. Here, R; is the unique almost filled row. Let ;¢ be the unique edge of R>\S;. Then Z; has a non-empty
intersection with each of
Cj,...,C,_, (except possibly C}) and R),...,R_,,
while | Z; N R} | >2. This already gives us that | Z| >2n —2. If follows that f = n — 1 for otherwise | Z; N R | > 3. Also,
we must have S N C,,—1 = ¢y ,—1 for otherwise we would have |Z; N C ;1_2| >2, a contradiction. Working inductively
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onj=n-—2,n-—3,...,1one argues that
SlﬂCjZ{C,',j i=1,...,n—j},
which implies the claim. [J

Given so much information about S, we can directly analyze the next few values of #.

Suppose first that 6 = 1. Routine considerations show that we have D, = r, 1 for otherwise Z, = Z; U { D3} and
we obtain the contradiction | Z>|>2n — 1. But any edge in Z» touches at least two edges of S». So, as it is easy to see,
we have Z3 = Z, U { D3}, a contradiction.

Suppose that 6 = 0. If ¢ = n + 1, then to prevent Z, = Z3 U {D,} we should let D, equal ¢; , or r, 1. But either
of these choices gives us a situation isomorphic to the one for 6 = 1, which leads to a contradiction anyway. Finally,
if ¢ <n, then we get a contradiction already for S;. Indeed, if D; is ¢1 4—1 or r4—1.1, then |Y2]| = 2n — 1; otherwise
|Z>| =2n — 1.

This completes the proof of Theorem 2.

5. Proof of Theorem 3

Since the arguments here are very similar to those in the proof of Theorem 1, we will be rather brief.
The upper bound on B'(C,, ®Cy,), for m >n, follows by labeling rows and quasi-rows one by one, moving in both
directions along the cycle C,,. Namely, the order of rows and quasi-rows is the following:

Rla Rgv R,//ns R2s R}’H9 Rés R/

m—1

R37 Rm—lv MRS}

while each individual (quasi-)row is labeled in the same fixed cyclic order on C,,. It is easy to see that the bandwidth
of this labeling is 4n.

On the other hand, let m, n >3 be arbitrary. (We do not specify their relative order.) Take an edge-labeling 1 of
C,, ®C,, that achieves the edge-bandwidth. Let s be the smallest integer such that S = ~!([s]) contains a whole line
minus one edge. Assume without loss of generality that this is a row R, that is, |R,\S| = 1. Let K consist of those

i € [m] such that R; and S touch, and let k = |K|. Let [ = [(m — k)/2] and Y = ¢'(S).

If k = m, then ¢(S) contains at least two edges from each column and at least two edges from every row R; except
the row R, which contributes only one edge. Here B’ (i) >2m + 2n — 1, giving the required.

So suppose that k < m, thatis, [ > 1. For each i € [n] we have |C;\S|>m — k + 1 >2I. For any proper edge-subset
of a cycle, its first neighborhood has at least 2 elements or catches all remaining edges. Hence, |Y N C;| >2I. As each
C} has at least m — k > 2/ — 2 elements that do not touch S, we conclude that

|YﬂC}|>2[—2+5j,
where §; = [a(S) N C} N (UieKRi)|‘ We have 27:15]- >2k — 1. Indeed, the definition of S implies that for each row
R; withi € K\{p} we have |R;\S|>2 and thus |a(S) N R;| >2; also |6(S) N R,| = 1.
We obtain
[Y|Z22In+ Q2L —2n+2k—122In+ 2l —2)n+2(m —21) — 1 =: y. (12)

Ifm>n,theny =1(4n—6)+2m —2n+2l —1>1(4n — 6) + 1, which implies the required lower bound by Lemma 5.
If m < n, then we obtain the desired bound on |Y| as follows:

y=I14n—-6)+2m —-2n+2l - 121(4m —6) +4(n —m)+2m —2n + 2l — 1 >1(4m — 6) + 1.
Theorem 3 is proved.
Remark. From (12) one can also deduce that

B'(C,y®C,) = 4min(m,n) if max(m,n)>4min(m,n) + 4. (13)
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Indeed, if m >n, then we obtain (using / = [(m — k)/2] <m/2) that
y=I1ldn—-1)4+2m —2n—31 —1>1(4n — l)+2m—2n—3%— 1>20(4n—1)+ 1.
If m < n, then
y=I1l@dn—-1)4+2m —2n—31 —1>21(4m — 1)+2n—2m—3% —1>21dm —1) + 1.

Now, (13) follows from Lemma 5. Also, small improvements on (4) could be obtained for some other ranges of (m, n)
but we do not think that this direction is worth pursuing.

6. Open problems

It would be of interest to compute the exact value of the edge-bandwidth for three-dimensional grids. Our Theorem 1,
when applied to F = P;® P,,, gives

B (P®P,®P,) =3Im—m—1 ifn>2m—1—m+2.

However, the general case is still unsolved. Another open problem is to close the gap in Theorem 3.
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