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Abstract

Let D(G) denote the minimum quantifier depth of a first order sentence that defines a graph G up to isomorphism in terms of
the adjacency and equality relations. Call two vertices of G similar if they have the same adjacency to any other vertex and denote
the maximum number of pairwise similar vertices in G by �(G). We prove that �(G) + 1�D(G)� max{�(G) + 2, (n + 5)/2},
where n denotes the number of vertices of G. In particular, D(G)�(n+5)/2 for every G with no transposition in the automorphism
group. If G is connected and has maximum degree d, we prove that D(G)�cd n + O(d2) for a constant cd < 1

2 . A linear lower
bound for graphs of maximum degree 3 with no transposition in the automorphism group follows from an earlier result by Cai,
Fürer, and Immerman [An optimal lower bound on the number of variables for graph identification, Combinatorica 12(4) (1992)
389–410]. Our upper bounds for D(G) hold true even if we allow only definitions with at most one alternation in any sequence of
nested quantifiers.

In passing we establish an upper bound for a related number D(G, G′), the minimum quantifier depth of a first order sentence
which is true on exactly one of graphs G and G′. If G and G′ are non-isomorphic and both have n vertices, then D(G, G′)�(n+3)/2.
This bound is tight up to an additive constant of 1. If we additionally require that a sentence distinguishing G and G′ is existential,
we prove only a slightly weaker bound D(G, G′)�(n + 5)/2.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

1.1. Statement of the problem and overview of our results

From the logical point of view, a graph G is a structure with a single irreflexive and symmetric binary relation
capturing the vertex adjacency. We consider first order sentences about graphs in the laconic language consisting of
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two relation symbols, ↔ for the adjacency and = for the equality. First order means that quantification is over vertices
(as opposed to second order that would permit to quantify also over sets of vertices). We say that a sentence � defines
a graph G if � is true on G and false on every graph non-isomorphic to G.

A well-known basic principle of finite model theory says that every finite graph has a defining sentence. For example,
a graph G with vertex set V (G) = {1, . . . , n} and edge set E(G) is defined by

∃x1 . . . ∃xn

⎛
⎝∧

i �=j

¬ (xi = xj ) ∧
∧

{i,j}∈E(G)

xi ↔ xj ∧
∧

{i,j}/∈E(G)

¬ (xi ↔ xj )

⎞
⎠

∧ ∀x1 . . . ∀xn∀xn+1

⎛
⎝∨

i �=j

xi = xj

⎞
⎠ . (1)

The sentence (1) is an exhaustive description of G and seems rather wasteful. We want to know if there is a more
succinct way of defining a graph on n vertices. Among a few natural succinctness measures for a first order sentence
�, we focus on its quantifier depth (or quantifier rank), which is the maximum number of nested quantifiers in �. Let
D(G) denote the minimum quantifier depth of a sentence defining G. We will call this graph invariant the logical depth
of G. By (1) we have

D(G)�n + 1. (2)

Since this bound is attained by the complete and the empty graph, it cannot be improved to a better bound in n. However,
this fact does not make a further analysis worthless. As a first step, Eq. (2) can actually be improved to D(G)�n for
all G on n vertices different from the complete and the empty graph. We aim at yet further refining this bound. Since
the complete and the empty graphs are the two graphs with the richest automorphism group, it is reasonable to try to
improve (2) in dependence on how many automorphisms G has.

We call two vertices u and v of G similar if the transposition of u and v is an automorphism of G. Similarity is an
equivalence relation on the vertex set and every similarity class is a homogeneous set of vertices, i.e., either a clique or
an independent set. Denote the maximum number of pairwise similar vertices in G by �(G). We prove that

�(G) + 1�D(G)� max

{
�(G) + 2,

n + 5

2

}
. (3)

These bounds can be restated as a dichotomy result. If �(G)�(n + 1)/2, which is a rather weak restriction on the
automorphism group of G, we have D(G)�(n + 5)/2, which is twice better than (2). If �(G) > (n + 1)/2, we are no
less lucky having D(G) ∈ {�(G) + 1, �(G) + 2}. Moreover, in the latter case we are able to determine which of the
two values is right: D(G) = �(G) + 1 iff the largest similarity class is an inclusion-maximal homogeneous set.

As an immediate consequence of (3), we have an upper bound

D(G)� n + 5

2

for all G whose automorphism group does not contain transpositions. We do not know if the factor of 1
2 here is best

possible, but it should be stressed that no sublinear upper bound is possible for this class of graphs. This follows from
an earlier linear lower bound of Cai et al. [1].

The factor of 1
2 can be improved for graphs with bounded vertex degree: for each d �2 there is a constant cd < 1

2
such that D(G)�cd n + O(d2) for any graph G with no isolated vertices and edges whose maximum degree is d. We
do not try to find the best possible cd being content with a constant strictly less than 1

2 . Notice a simple linear lower
bound D(Gn)�n/(d + 1) for n = m(d + 1) and Gn being the vertex disjoint union of m copies of the complete graph
on d + 1 vertices. Moreover, the aforementioned linear lower bound of Cai et al. holds even for connected graphs with
maximum degree 3.

We say that a sentence � distinguishes graphs G and G′ if � is true on exactly one of these graphs. Let D(G, G′)
denote the minimum quantifier depth of a such sentence. Our estimation of D(G) is based on two facts. First, D(G) is
equal to the maximum D(G, G′) over all G′ non-isomorphic to G. Second, D(G, G′) admits a purely combinatorial
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characterization. This number is equal to the length of the Ehrenfeucht game on G and G′ under the condition that the
players play optimally.

Estimating D(G, G′) is not only important for our analysis of the logical depth of a graph, but interesting in its own
right because of a connection to the graph isomorphism problem to be discussed in Section 1.2 below. We prove that

D(G, G′)� n + 3

2
if G and G′are non-isomorphic and both have n vertices. (4)

To our best knowledge, no upper bound better than the trivial bound of n has been observed in the literature so far.
Simple examples of graphs with D(G, G′)�(n + 1)/2 (see Example 2.6) show that the bound (4) is best possible for
even n veritably and for odd n up to an additive constant of 1.

Without affecting the quantifier depth, we can assume that all negations in a first order sentence � stay in front of
relation symbols. Under this assumption the alternation number of � is equal to the maximum number of alternations
of nested quantifiers in �, from ∃ to ∀ and vice versa. Note that the generic defining sentence (1) has alternation number
0 and, moreover, the existential part of (1) suffices to distinguish G from every non-isomorphic G′ that has the same
number of vertices. It is worth noting in this respect that our results do not require a much bigger alternation number:
the upper bounds (3)–(4) are proved with alternation number 1. Moreover, if we relax (4) only by an additive constant
of 1, we can manage solely with existential distinguishing sentences.

1.2. A relation to the Weisfeiler–Lehman algorithm

Previous work on the logical definability of graphs is motivated by the relevance of the subject to the graph iso-
morphism problem. An important role is here played by another succinctness measure of a first order sentence �. Let
W(G) (resp. W(G, G′)) denote the minimum number of variables in a � defining G (resp. distinguishing G and G′),
where different occurrences of the same variable do not count. The number W(G) will be referred to as the logical
width of a graph G.

Analyzing the computational complexity of graph isomorphism from the logical perspective, it is worthwhile to
enrich first order logic with counting quantifiers. In logic with counting we allow expressions like ∃�mx� to say that
there are at least m vertices x for which the statement � holds. Irrespective of m, each counting quantifier contributes
1 to the quantifier depth. Let cW(G) and cW(G, G′) be analogs of W(G) and W(G, G′) in logic with counting.

Cai et al. [1] discovered a close connection of the logical width of a graph in logic with counting to the multidimen-
sional Weisfeiler–Lehman algorithm for graph isomorphism. We refer the reader to [1] for a detailed exposition of the
algorithm. An important parameter, which occurs at the exponent of an upper bound for the running time, is dimension
of the algorithm. As established in [1], the optimum dimension on input (G, G′) is equal to cW(G, G′) − 1. Since
cW(G, G′)�cW(G), the Weisfeiler–Lehman algorithm recognizes graph isomorphism in polynomial time for every
class of graphs whose width in logic with counting is bounded by a constant. Examples of such classes are graphs
of bounded genus [5] and graphs of bounded treewidth [6]. On the other hand, Cai et al. came up with a remarkable
construction of non-isomorphic G and G′ with cW(G, G′)=�(n). A simple analysis of their argument shows that this
lower bound holds even for graphs with bounded vertex degree and with no transposition in the automorphism group.
Some additional efforts undertaken in the earlier version of our paper [12] show that the multiplicative constant hidden
in the �-notation is at least 0.00465.

Since every sentence of quantifier depth k can be equivalently rewritten with at most k variables, we have
cW(G, G′)�W(G, G′)�D(G, G′) and hence our bound (4) implies that the optimum dimension of the
Weisfeiler–Lehman algorithm on input (G, G′) does not exceed (n + 1)/2. Though a linear upper bound for the
dimension does not entail any good bound for the running time, at least it shows an interesting combinatorial property
of the algorithm that was previously never observed. Restating the results again in logical terms, for the maximum
cW(G) over G on n vertices we have an upper bound of 0.5 n + 0.5 (due to the present paper) and a lower bound of
0.00465 n (due to [1]). It would be interesting to make the gap closer.

1.3. Subsequent work

Since the appearance of the preliminary version [12] of this paper, the subject has developed in the following
directions: extending our current analysis from graphs to more general structures, obtaining stronger upper bounds on
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D(G) for particular classes of graphs, estimating D(Gn,p) for a random graph Gn,p in the evolutional Erdős–Rényi
model, and investigating the minimum D(G) over G on n vertices. Here we survey some of these results.

In the preliminary version of this paper [12], we show how without much additional effort, the bounds (3) and (4)
carry over to directed graphs and, more generally, to arbitrary relational structures with maximum arity 2. The interested
reader can make the necessary modifications in the proof or find details in [12]. As another application of our approach,
in [12] we also treat k-uniform hypergraphs. We obtain analogs of (3) and (4) that read

�(G) + 1�D(G)� max

{
�(G) + k,

(
1 − 1

k

)
n + 2k − 1

}

and

D(G, G′)�
(

1 − 1

k

)
n + 2k − 1

for k-hypergraphs G and G′ on n vertices. It remains open if the latter bound is tight for k�3 since the only lower
bound we know for any k is (n + 1)/2. The case of general relational structures, where we cannot reckon on any
symmetry of relations, is much more subtle. We treat it in [13] and obtain similar results comprising a bound of
(1 − 1/(2k)) n + k2 − k + 2, where k denotes the maximum relation arity of a structure. Note that for graphs the latter
bound reads (3/4) n + 4 and, therefore, it does not supersede the results of the present paper.

In [15] it is shown that D(G) = O(log n) if G is a tree of bounded degree or a biconnected outerplanar graph.
This upper bound complements the popular lower bounds D(Pn, Pn+1) > log2 n − 3 (e.g. [14, Theorem 2.1.3]) and
D(Cn, Cn+1) > log2 n (e.g. [3, Example 2.3.8]), where Pn is the path and Cn is the cycle on n vertices.

A thorough average-case analysis is undertaken in [8]. If a graph is chosen on n vertices uniformly at random, its
logical depth is determined with high precision: |D(G

n,
1
2
) − log2 n| = O(log log n) with probability 1 − o(1).

In [11] the “best case” behavior of D(G) is investigated. Namely, we define a succinctness function q(n) whose
value is equal to the minimum D(G) over graphs on n vertices. It is not hard to see that q(n) → ∞ as n → ∞
but it is not so clear how fast or slowly q(n) grows. In [11] it is proved that q(n) can be so small if compared to n
that the gap between the two numbers cannot be estimated by any computable function, namely, there is no general
recursive function f such that f (q(n))�n. In particular, q(n) does not admit any non-constant monotone computable
lower bound. However, if we “smooth” q(n) by considering its least monotone upper bound q∗(n) = maxm�n q(m),
we have q∗(n) = (1 + o(1))log∗ n, where log∗ n is the smallest number of iterations of the binary logarithm needed to
bring n below 1.

It is worth noting that, like in the present paper, all the upper bounds mentioned above hold true even under the
assumption that the alternation number is bounded by a small constant (dependent on a particular result).

1.4. Organization of the paper

Section 2 serves to recall relevant definitions from graph theory and logic as well as to state basic facts on the
Ehrenfeucht games. In Sections 3 and 4 we prove our main results (4) and (3), respectively. In Section 5 we establish
a variant of (4) for the fragment of first order logic with no quantifier alternation. The logical depth of graphs with
bounded vertex degree is estimated in Section 6.

2. Preliminaries

2.1. Graphs

Given a graph G, we denote its vertex set by V (G) and its edge set by E(G). The number of vertices of G is called
the order of G. The neighborhood of a vertex v consists of all vertices adjacent to v and is denoted by �(v).

The complement of G, denoted by G, is the graph on the same vertex set V (G) with all those edges that are not in
E(G). Given G and G′ with disjoint vertex sets, we define the disjoint union G � G′ to be the graph with vertex set
V (G) ∪ V (G′) and edge set E(G) ∪ E(G′).

A set S ⊆ V (G) is called independent if it contains no pair of adjacent vertices. S is a clique if all vertices in S are
pairwise adjacent. The complete graph of order n, denoted by Kn, is a graph of order n whose vertex set is a clique. The
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complement of Kn is the empty graph of order n. The complete bipartite graph with vertex classes V1 and V2, where
V1 ∩ V2 = ∅, is a graph with the vertex set V1 ∪ V2 and the edge set consisting of all edges {v1, v2} for v1 ∈ V1 and
v2 ∈ V2.

If X ⊆ V (G), then G[X] denotes the subgraph induced by G on X. If X, Y ⊆ V (G) are disjoint, then G[X, Y ]
denotes the bipartite graph induced by G on vertex classes X and Y, that is, V (G[X, Y ]) = X ∪ Y and E(G[X, Y ])
contains exactly those edges of G which connect a vertex in X with a vertex in Y.

We call X ⊆ V (G) homogeneous if it is a clique or an independent set. We call a pair of disjoint sets X, Y ⊆ V (G)

homogeneous if G[X, Y ] is a complete or an empty bipartite graph.
We write G�H if graphs G and H are isomorphic. If U ⊆ V (G) and W ⊆ V (H), we call a one-to-one map

� : U → W a partial isomorphism from G to H if it is an isomorphism from G[U ] to H [W ].

2.2. Logic

For a backgrounding material in formal logic we refer the reader to any of the books [3,7,9] and use this subsection
just to fix the terminology. We consider first order formulas in the relational vocabulary consisting of two relation
symbols, for the vertex adjacency and the vertex equality. All formulas are supposed to be over the set of connectives
{¬, ∧, ∨} and with negations occurring only in front of relation symbols. A sentence is a closed first order formula.
Referring to nested quantifiers in a sentence � we mean a sequence of quantifiers in � in which every subsequent
quantifier is in the scope of the preceding one. The quantifier depth of � is defined to be the maximum number of
nested quantifiers in � and denoted by D(�). The alternation number of �, denoted by A(�), is one smaller than
the maximum number of alternating nested quantifiers in � (cf. inductive definitions in [10] or [13]). The width of �,
denoted by W(�), is equal to the number of variables in �, where different occurrences of the same variable do not
count.3

Definition 2.1. Let G and G′ be non-isomorphic graphs. A sentence � distinguishes G from G′ if � is true on G but
false on G′. By D(G, G′) (resp. W(G, G′)) we denote the minimum D(�) (resp. W(�)) where � ranges over all
first order sentences which distinguish G from G′. If k�0, then Dk(G, G′) denotes a variant of D(G, G′) under the
additional condition that A(�)�k.

Obviously D(G, G′) = D(G′, G) and the other numbers Dk(G, G′) and W(G, G′) are symmetric as well. Note
also that W(G, G′)�D(G, G′)�Dk(G, G′)�Dk−1(G, G′) for every k�1. The first inequality here follows from the
observation that every � has an equivalent sentence � with W(�)�D(�).

Definition 2.2. A sentence � defines a graph G (up to isomorphism) if � distinguishes G from every non-isomorphic
graph G′. By D(G) (resp. W(G)) we denote the minimum D(�) (resp. W(�)) over � defining G. These graph
parameters will be referred to as, respectively, the logical depth and logical width of G. If k�0, then Dk(G) denotes a
variant of D(G) under the additional condition that A(�)�k.

Notice relations W(G)�D(G)�Dk(G)�Dk−1(G).

Proposition 2.3.

D(G) = max{D(G, G′) : G′
�G},

Dk(G) = max{Dk(G, G′) : G′
�G},

W(G) = max{W(G, G′) : G′
�G}.

The first two equalities in Proposition 2.3 easily follow from the well-known fact that over a fixed finite vocabulary
there are only finitely many inequivalent first order sentences of bounded quantifier depth. The third equality is not so

3 We slightly deviate from the standard notion of width, cf. [4].
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obvious but immediately follows from a result of Dawar et al. [2]. The next proposition can be easily either proved
directly or deduced from Proposition 2.5 below.

Proposition 2.4. Let G and G′ be non-isomorphic graphs.

1. D(G, G′) = D(G, G′), Dk(G, G′) = Dk(G, G′), and W(G, G′) = W(G, G′).
2. D(G) = D(G), Dk(G) = Dk(G), and W(G) = W(G).

2.3. Games

We use the Immerman–Poizat version of an Ehrenfeucht game. Let G and G′ be graphs with disjoint vertex sets. The
r-round l-pebble Ehrenfeucht game on G and G′, which will be denoted by EHRl

r (G, G′), is played by two players,
Spoiler and Duplicator, with l pairwise distinct pebbles p1, . . . , pl , each given in duplicate. Spoiler starts the game. A
round consists of a move of Spoiler followed by a move of Duplicator. At each move Spoiler takes a pebble, say pi ,
selects one of the graphs G or G′, and places pi on a vertex of this graph. In response Duplicator should place the other
copy of pi on a vertex of the other graph. It is allowed to move previously placed pebbles to another vertex and place
more than one pebble on the same vertex.

After each round of the game, let xi (resp. x′
i) denote the vertex of G (resp. G′) occupied by pi , irrespectively of

who of the players placed the pebble here. If pi is off the board at this moment, xi and x′
i are undefined. If after every

of r rounds the component-wise correspondence (x1, . . . , xl) to (x′
1, . . . , x

′
l ) is a partial isomorphism from G to G′,

this is a win for Duplicator; otherwise the winner is Spoiler.
Note that, if we prohibit moving pebbles from one vertex to another in EHRr

r (G, G′), this will not affect the outcome
of the game. We denote this variant of EHRr

r (G, G′) by EHRr (G, G′).
The k-alternation Ehrenfeucht game on G and G′ is a variant of the game in which Spoiler is allowed to switch from

one graph to another at most k times during the game, i.e., in at most k rounds he can choose the graph other than that
in the preceding round.

Proposition 2.5. Let G and G′ be non-isomorphic graphs.

1. W(G, G′) equals the minimum l such that Spoiler has a winning strategy in EHRl
r (G, G′) for some r.

2. D(G, G′) equals the minimum r such that Spoiler has a winning strategy in EHRr (G, G′).
3. Dk(G, G′) equals the minimum r such that Spoiler has a winning strategy in the k-alternation EHRr (G, G′).

We refer the reader to [7, Theorem 6.10] for the proof of the first two claims and to [10] for the third claim.
The examples below are obtained by simple application of Proposition 2.5.

Example 2.6.

1. W(Km � Km, Km+1 � Km−1) = m, D(Km � Km, Km+1 � Km−1) = m + 1,
2. W(Km+1 � Km, Km � Km+1) = D(Km+1 � Km, Km � Km+1) = m + 1.

3. Distinguishing non-isomorphic graphs

Theorem 3.1. If G and G′ are non-isomorphic graphs of the same order n, then D1(G, G′)�(n + 3)/2.

The proof takes up the rest of this section. It is based on the characterization of D1(G, G′) as the length of the 1-
alternation Ehrenfeucht game on G and G′ given by Proposition 2.5.3. The most essential part of the proof is contained
in Lemma 3.14 that gives a winning strategy for Spoiler. This lemma will be used also in subsequent sections to prove
our other results.

3.1. Spoiler’s preliminaries

We first introduce a couple of useful relations between vertices of a graph that will be intensively exploited in the
course of the proofs.



O. Pikhurko et al. / Discrete Applied Mathematics 154 (2006) 2511–2529 2517

Definition 3.2. We call vertices u andv of a graph G similar and writeu ∼ v if the transposition (uv) is an automorphism
of G. Let [u]G = {v ∈ V (G) : v ∼ u}, �G(u) = |[u]G|, and �(G) = maxu∈V (G) �G(u). If the graph is clear from the
context, the subscript G may be omitted. We will call the numbers �(v) and �(G) the similarity indices of the vertex v

and the graph G, respectively.

We will say that t separates u and v if t is adjacent to exactly one of the two vertices. Thus, u ∼ v iff these vertices
are inseparable by any t ∈ V (G)\{u, v}.

Lemma 3.3.

1. ∼ is an equivalence relation on V (G).
2. Every equivalence class [u] is a homogeneous set.

Proof. The lemma is straightforward. The only care should be taken to check the transitivity. Given pairwise distinct
u, v, and w, let us deduce from u ∼ v and v ∼ w that u ∼ w. For every t �= u, w, we need to show that u and t are
adjacent iff so are w and t. If t �= v, this is true because both adjacencies are equivalent to the adjacency of v and t.
There remains the case that t = v. Then u and v are adjacent iff so are u and w (as v ∼ w), which in turn holds iff so
are w and v (as u ∼ v). �

Definition 3.4. Given X ⊂ V (G), we will denote its complement by X = V (G)\X. Let u, v ∈ X. We write u≡Xv if
the identity map of X onto itself extends to an isomorphism from G[X ∪ {u}] to G[X ∪ {v}].

In other words, u≡Xv if these vertices have the same adjacency pattern to X, i.e., �(u) ∩ X = �(v) ∩ X. Clearly,
≡X is an equivalence relation on X.

Definition 3.5. C(X) is the partition of X into ≡X-equivalence classes.

Let us notice a few straightforward properties of this partition. If X1 ⊆ X2, then C(X2) is a refinement of C(X1) on
X2. For any X, the ∼-equivalence classes restricted to X refine the partition C(X).

Definition 3.6. Let X ⊂ V (G). We say that X is C-maximal if |C(X ∪ {u})|� |C(X)| for any u ∈ X.

Lemma 3.7. Let X ⊂ V (G) be C-maximal. Then the partition C(X) has the following properties.

1. Every C in C(X) is a homogeneous set.
2. If C1 and C2 are distinct classes in C(X) and have at least two elements each, then the pair C1, C2 is homogeneous.

Proof. 1. Suppose, to the contrary, that C is neither a clique nor an independent set. Then C contains three vertices
u, v, and w such that u and v are adjacent but u and w are not. However, if we move u to X, then C splits into two
classes, one containing u and another containing w. Hence the number of equivalence classes increases at least by 1, a
contradiction.

2. Suppose that this is not true, for example, u ∈ C1 is adjacent to v ∈ C2 but not to w ∈ C2. If we move u to X, then
C2 splits into two non-empty classes and C1\{u} stays non-empty. Again the number of equivalence classes increases,
a contradiction. �

Lemma 3.8. In every graph G of order n, there exists a C-maximal set of vertices X such that

|C(X)|� |X| + 1 (5)

and hence

|X|� n − 1

2
. (6)
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Proof. Such an X can be constructed, starting from X = ∅, by repeating the following procedure. As long as there
exists u ∈ X such that C(X ∪ {u}) >C(X), we move u to X. As soon as there is no such u, we arrive at X which is
C-maximal. The relation (5) is true as it holds at the beginning and is preserved in each step. The bound (6) follows
from the inequality |X| + |C(X)|�n. �

Definition 3.9. Let X ⊂ V (G).
Y (X) is the union of all single-element classes in C(X).
Z(X) = V (G)\(X ∪ Y (X)).
D(X) is the partition of Z(X) defined by D(X) = C(X ∪ Y (X)).

Clearly, D(X) refines the partition induced on Z(X) by C(X).

Lemma 3.10. If X ⊂ V (G) is C-maximal, then every class D in D(X) consists of pairwise similar vertices. Thus,
D(X) coincides with the partition induced on Z(X) by ∼-equivalence classes.

Proof. Let u and v be distinct elements of the same class D ∈ D(X). These vertices cannot be separated by any vertex
t ∈ X ∪ Y (X) by the definition of D(X). Assume that they are separated by a t ∈ Z(X). Let C1 be the class in C(X)

including D and C2 be the class in C(X) containing t. Since t /∈ Y (X), the class C2 has at least one more element in
addition to t. If C1 �= C2, moving t to X splits up C1 and does not eliminate C2. If C1 = C2, moving t to X splits up this
class and splits up or does not affect the others. In either case |C(X)| increases, giving a contradiction. �

Definition 3.11. Let � : X → X′ be a partial isomorphism from G to G′. Let v ∈ X and v′ ∈ X′. We call vertices v

and v′ �-similar and write v≡�v′ if � extends to an isomorphism from G[X ∪ {v}] to G′[X′ ∪ {v′}].

Note that, if u≡Xv and u′≡X′v′, then u≡�u′ iff v≡�v′. This makes the following definition correct.

Definition 3.12. Let � : X → X′ be a partial isomorphism from G to G′. Let C ∈ C(X) and C′ ∈ C(X′). We call C
and C′ �-similar and write C≡�C′ if v≡�v′ for some (equivalently, for all) v ∈ C and v′ ∈ C′.

Notice that, if u≡�u′ and v≡�v′, then the relations u≡Xv and u′≡X′v′ are true or false simultaneously. It follows
that the �-similarity is a matching between the classes in C(X) and the classes in C(X′), i.e., no class can have more
than one �-similar counterpart in the other graph.

3.2. Spoiler’s strategy

Definition 3.13. Let l�1. If v ∈ V (G), the notation H = G�l v means that

• �G(v)�2 and
• H is a graph obtained from G by adding new vertices v1, . . . , vl so that [v]H = [v]G ∪ {v1, . . . , vl}.

In other words, each vi has the same adjacency pattern to V (G)\{v} as v and is adjacent or not to v (as well as to
any other vj ) depending on if [v]G is a clique or an independent set.

Convention. In the sequel, writing H = G�l v we will assume that H is an arbitrary isomorphic copy of G�l v.
When considering the Ehrenfeucht game on G and H, the vertex sets of these graphs will be assumed disjoint.

Lemma 3.14. If G and G′ are non-isomorphic graphs of orders n and n′, respectively, and n�n′, then

D1(G, G′)�(n + 5)/2 (7)

unless G′ = G�n′−n v for some v ∈ V (G).

Proof. We will describe a strategy of Spoiler winning EHRr (G, G′) for r = �(n + 5)/2� unless G′ = G�n′−n v. The
strategy splits the game in two phases.
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Phase 1: Spoiler selects a C-maximal set of vertices X ⊂ V (G) such that |C(X)|� |X| + 1, whose existence is
guaranteed by Lemma 3.8. Denote s = |X|, the number of rounds in Phase 1, and t = |C(X)|. The bounds (5) and (6)
read

t �s + 1 (8)

and

s� n − 1

2
. (9)

If Duplicator loses in Phase 1, by (9) this happens within the claimed bound.
Let X′ ⊆ V (G′) consist of the vertices selected in Phase 1 by Duplicator and � : X → X′ be the bijection defined

by the condition that x and �(x) are selected by the players in the same round. We assume that Phase 1 finishes
without Duplicator losing and hence � is a partial isomorphism from G to G′. The following useful observation is
straightforward from Definition 3.11.

Claim 3.14.1. Whenever after Phase 1 Spoiler selects a vertex v in V (G)\X or V (G′)\X′, Duplicator responds with
a �-similar vertex or otherwise immediately loses. �

Phase 2: Denote the classes of C(X) by C1, . . . , Ct and the classes of C(X′) by C′
1, . . . , C

′
t ′ . If there is a class Ci

or C′
j without any �-similar counterpart, respectively, in C(X′) or in C(X), then Spoiler selects a vertex in this class

and wins according to Claim 3.14.1, making at total s + 1�(n + 1)/2 moves and at most one alternation between the
graphs. From now on, we therefore assume that the �-similarity determines a perfect matching between C1, . . . , Ct

and C′
1, . . . , C

′
t ′ , where actually t = t ′. For the notational convenience, we assume that Ci≡�C′

i for all i� t .
Furthermore, if there is a singleton Ci or C′

j whose �-similar counterpart has at least two vertices, Spoiler selects
such two vertices and, again by Claim 3.14.1, wins in s + 2�(n + 3)/2 moves with at most one alternation. We will
therefore assume that |Ci | = 1 iff |C′

i | = 1. Without loss of generality, assume that |Ci | = |C′
i | = 1 iff i�q.

Denote Y =Y (X) and Y ′=Y (X′). Let Ci ={yi} and C′
i ={y′

i} for i�q. Thus, Y ={y1, . . . , yq} and Y ′={y′
1, . . . , y

′
q}.

Define �∗ : X ∪ Y → X′ ∪ Y ′, an extension of �, by �∗(yi) = y′
i .

Claim 3.14.2. �∗ is a partial isomorphism from G to G′, unless Spoiler wins in the next 2 moves with no alternation,
having made at total s + 2�(n + 3)/2 moves.

Proof of Claim. For every i�q, the restriction �∗ : X ∪ Ci → X′ ∪ C′
i is an isomorphism because Ci and C′

i are
�∗-similar. The restriction �∗ : Y → Y ′ should be an isomorphism as well by the following reason. If there are i, j �q

such that yi and yj are adjacent but y′
i and y′

j are not or vice versa, then Spoiler wins on the account of Claim 3.14.1
by selecting yi and yj . �

We will therefore assume that �∗ is indeed a partial isomorphism from G to G′. Let Z = Z(X) and Z′ = Z(X′).
Denote the classes of D(X) by D1, . . . , Dp and the classes of D(X′) by D′

1, . . . , D
′
p′ . Note that

p� t − q (10)

and

p = t − q iff D(X) = {Cq+1, . . . , Ct }.

Claim 3.14.3. Whenever in Phase 2 Spoiler selects a vertex v ∈ Z ∪Z′, Duplicator responds with a �∗- similar vertex
or otherwise Spoiler wins in the next round at latest, with no alternation between G and G′ in this round.

Proof of Claim. Let u be the vertex selected by Duplicator in response to v and assume that u /≡�∗v. Suppose that
v ∈ Z′ (the case of v ∈ Z is completely similar). If u /∈ Z, then u /≡�v and Duplicator has already lost by Claim 3.14.1.
If u ∈ Z, then there exists a vertex w ∈ X ∪ Y such that u and w are adjacent but v and �∗(w) are not or vice versa. If
w ∈ X, again Duplicator has already lost. If w ∈ Y , then in the next round Spoiler selects �∗(w) and wins. �
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Claim 3.14.3 implies that every class in D(X) or D(X′) has a �∗-similar counterpart in, respectively, D(X′) or D(X)

unless Spoiler wins making in Phase 2 two moves and at most one alternation between the graphs. We will, therefore,
assume that this is true, that is, the �∗-similarity determines a perfect matching between the classes D1, . . . , Dp and
D′

1, . . . , D
′
p′ , where actually p = p′. For the notational convenience, we assume that Di≡�∗D′

i for all i�p.

Claim 3.14.4. Unless Spoiler is able to win making 2 moves and at most 1 alternation in Phase 2, the following
conditions are met.

1. For every i�p, Di and D′
i are simultaneously cliques or independent sets.

2. For every pair of distinct i, j �p, G[Di, Dj ] and G′[D′
i , D

′
j ] are simultaneously complete or empty bipartite

graphs.

Proof of Claim. 1. Suppose that both Di and D′
i have at least 2 vertices. Since Di consists of X ∪ Y -similar and

hence X-similar vertices, by Lemma 3.7.1, Di is either a clique or an independent set. This is actually true for the class
C ∈ C(X) including Di . If D′

i is not a clique or an independent set simultaneously with Di , Spoiler wins in 2 moves
with 1 alternation by selecting in D′

i two vertices which are non-adjacent in the former case and adjacent in the latter
case. Indeed, if Duplicator responds with two vertices in C, those are in the opposite adjacency relation. If at least one
Duplicator’s response is not in C, he loses by Claim 3.14.1.

2.Assume first that Di and Dj are included in the same class C ∈ C(X). Then D′
i and D′

j must be included in the same
C′ ∈ C(X′). By Lemma 3.7.1, G[C] is either complete or empty and hence so is G[Di, Dj ]. The graphs G′[C′] and
G′[D′

i , D
′
j ] must be complete or empty respectively unless Spoiler wins in 2 moves with 1 alternation similarly to Item 1.

Assume now that Di and Dj are included in different classes of C(X), C1 and C2 respectively. Since both C1 and
C2 have at least 2 vertices, G[Di, Dj ] is either complete or empty according to Lemma 3.7.2. If G′[D′

i , D
′
j ] is not,

respectively, complete or empty, then Spoiler wins in 2 moves with 1 alternation by selecting, respectively, non-adjacent
or adjacent vertices, one in D′

i and another in D′
j . Indeed, if Duplicator responds with one vertex in C1 and another in

C2, those are in the opposite adjacency relation. Otherwise Duplicator loses by Claim 3.14.1. �

Thus, in what follows we assume that the two conditions in Claim 3.14.4 are obeyed. Together with the fact that the
Di’s and the D′

i’s are classes of the partitions C(X ∪Y ) and C(X′ ∪Y ′), this implies that each Di and each D′
i consists

of pairwise similar vertices (in the sense of Definition 3.2). Moreover, since Di≡�∗D′
i for every i�p, where �∗ is an

isomorphism from G[X ∪ Y ] to G′[X′ ∪ Y ′] and Di and D′
i are simultaneously cliques or independent sets, the graphs

G and G′ would be isomorphic if |Di |= |D′
i | for every i�p. Since G and G′ are supposed to be non-isomorphic, there

is Di such that |Di | �= |D′
i |. We will call such a Di useful (for Spoiler).

Claim 3.14.5. IfDi is useful andp > t−q, then Spoiler is able to win having made in Phase 2 at most min{|Di |, |D′
i |}+2

moves and at most 1 alternation between G and G′. If p = t − q, then min{|Di |, |D′
i |} + 1 moves and 1 alternation

suffice.

Proof of Claim. Spoiler selects min{|Di |, |D′
i |}+1 vertices in the larger of the classes Di and D′

i . Duplicator is forced
to reply at least once with not a �∗-similar vertex. Then, according to Claim 3.14.3, Spoiler wins in the next move at
latest. If p = t − q and hence the D-classes coincide with the C-classes, this extra move is not needed. This follows
from Claim 3.14.1 because in this case violation of the �∗-similarity causes violation of the �-similarity. �

Suppose that there are two useful classes, Di and Dj . Observe that

|Di | + |Dj | = |Z| −
∑
l �=i,j

|Dl |�(n − s − q) − (p − 2)

�
{

(n − s − q) − (t − q − 1)�n − 2s if p > t − q,

(n − s − q) − (t − q − 2)�n − 2s + 1 if p = t − q,
(11)

where we use (10) and (8). It follows that one of the useful classes has at most (n − 2s + 1)/2 vertices if p =
t − q and at most (n − 2s)/2 vertices if p > t − q. Therefore, if p = t − q, Spoiler wins the game in at most
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s + (n − 2s + 1)/2 + 1 = (n + 3)/2 moves and, if p > t − q, in at most s + (n − 2s)/2 + 2 = (n + 4)/2 moves, which
is within the required bound (7).

Finally, suppose that there is a unique useful class Dm. According to Claim 3.14.5, Spoiler is able to win in at most
|Dm|+ 2 moves, with the total number of moves s +|Dm|+ 2 that is within the required bound (7) provided |Dm|= 1.
Thus, we arrive at the conclusion that the bound (7) may not hold true in the only case that there is exactly one useful
class Dm and |Dm|�2. Note that we then have n′ > n and |D′

m| = |Dm| + (n′ − n). It remains to notice that, if we
remove n′ −n vertices from D′

m, we obtain a graph isomorphic to G. It follows that G′ =G�n′−n v with v ∈ Dm. �
Note a direct consequence of Lemma 3.14 and Proposition 2.3, that will be significantly improved in the next section.

Corollary 3.15. If �(G) = 1, then D1(G)�(n + 5)/2.

Proof of Theorem 3.1. Lemma 3.14 immediately gives us an upper bound of (n + 5)/2, which is a bit worse than
we now claim. To improve it, we go through lines of the proof of Lemma 3.14 but make use of the equality n = n′.
The latter causes the following changes. Since n′ = n, there must be at least two useful classes, Di and Dj , such that
|Di | < |D′

i | and |Dj | > |D′
j |. If p = t − q, the bound of (n+ 3)/2 has been actually proved, and we only need to tackle

the case that p > t − q. Similarly to (11), we have

2|Di | + 2|D′
j | + 2� |Di | + |Dj | + |D′

i | + |D′
j |�2 ((n − s − q) − (p − 2)) �2(n − 2s).

It follows that at least one of |Di | and |D′
j | does not exceed (n − 2s − 1)/2. By Claim 3.14.5, Spoiler wins in totally

at most s + (n − 2s − 1)/2 + 2 = (n + 3)/2 moves. �

In the conclusion of this section, we state a lemma for further use in Section 6. This lemma is actually a corollary
from the proof of Lemma 3.14. More precisely, it is a variant of Claim 3.14.5, where we take into account Lemma 3.10.

Lemma 3.16. Let G and G′ be arbitrary non-isomorphic graphs. Suppose that X ⊂ V (G) is C-maximal. Then Spoiler
wins the 1-alternation Ehrenfeucht game on G and G′ in at most |X| + maxv /∈X�G(v) + 2 rounds.

4. Defining a graph

Theorem 4.1. Let G be a graph of order n.

1. �(G) + 1�W(G)� max

{
�(G) + 1,

n + 5

2

}
.

Thus if, and only if, �(G)�(n + 3)/2, we have an upper bound W(G)�(n + 5)/2, while if �(G)�(n + 3)/2, we
explicitly know the exact value W(G) = �(G) + 1.

2. �(G) + 1�D(G)�D1(G)� max

{
�(G) + 2,

n + 5

2

}
.

Thus if �(G)�(n + 1)/2, we have an upper bound D1(G)�(n + 5)/2, while if �(G)�(n + 1)/2, we know that
D(G) ∈ {�(G) + 1, �(G) + 2}.

3. Assume that �(G)�(n + 2)/2. Then D(G) = D1(G) = �(G) + 1 if the largest similarity class in G is an
inclusion-maximal homogeneous set and D(G) = D1(G) = �(G) + 2 otherwise.

4. Given G, one can efficiently check whether or not W(G)�(n+5)/2. If this is not true, one can efficiently compute
the exact value of W(G). All the same holds for D(G).

Item 4 is worth noting in view of the fact that algorithmic computability of the logical depth and width of a graph,
even with no efficiency requirements, is unclear. A reason for this is that the question if a given first order sentence
defines a graph is known to be undecidable [11].

The proof of the theorem is based on the following four lemmas.
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Lemma 4.2. Let xi (resp. x′
i) denote the vertex of G (resp. G′) selected in the ith round of EHRr (G, G′). Then, as soon

as a move of Duplicator violates the condition that xi ∼ xj iff x′
i ∼ x′

j , Spoiler wins either immediately or in the next
move possibly with one alternation between the graphs.

Proof. Suppose, for example, that Duplicator selects x′
j so that x′

i /∼ x′
j while xi ∼ xj for some i < j . Suppose that

the correspondence between the xm’s and the x′
m’s, 1�m�j , is still a partial isomorphism. Then there is y ∈ V (G′)

adjacent to exactly one of x′
i and x′

j . Note that such y could not be selected by the players previously. In the next move
Spoiler selects y and wins, whatever the move of Duplicator is. �

Lemma 4.3. Let G be a graph of order n, v be a vertex of G with �G(v) = s�2, and G′ = G�l v for an arbitrary
l�1. Then

s + 1�W(G, G′)�D1(G, G′)�s + 1 + n + 1

s + 1
�

{
(n + 5)/2 for 2�s�(n − 1)/2,

s + 3 − 1/(n/2 + 1) for s�n/2.

Proof. The lower bound is given by the following strategy for Duplicator in EHRs
r (G, G′). Whenever Spoiler selects a

vertex outside [v] in either graph, Duplicator selects its copy in the other graph. If Spoiler selects an unoccupied vertex
similar to v, then Duplicator selects an arbitrary unoccupied vertex similar to v in the other graph. Clearly, this strategy
preserves the isomorphism arbitrarily long, that is, is winning for every r.

The upper bound for D1(G, G′) is ensured by the following Spoiler’s strategy winning in the 1-alternation EHRr

(G, G′) for r = �s + 1 + (n + 1)/(s + 1)�. In the first round Spoiler selects a vertex in [v]G′ . Suppose that Duplicator
replies with a vertex in [u]G.

Case 1: |[u]G|�s Spoiler continues to select vertices in [v]G′ . In the (s + 1)th round at latest, Duplicator selects a
vertex outside [u]G. Spoiler wins in the next move by Lemma 4.2, having made at most s+2 moves and one alternation.

Case 2: |[u]G|�s + 1 Spoiler selects one vertex in each similarity class of G′ containing at least s + 1
vertices. Besides [v]G′ , there can be at most (n− s)/(s + 1) such classes. At latest in the �(n− s)/(s + 1)+ 1�th round
Duplicator selects either another vertex in a class with an already selected vertex (then Spoiler wins in one extra move
by Lemma 4.2) or a vertex in [w]G with |[w]G|�s. In the latter case Spoiler selects s more vertices in the corresponding
class of G′. Duplicator is forced to move outside [w]G and loses in the next move by Lemma 4.2. Altogether there are
made at most �(n − s)/(s + 1) + 1� + s + 1�s + 1 + (n + 1)/(s + 1) moves.

If s�n/2, the last inequality of the lemma is straightforward and, if 2�s�(n − 1)/2, it follows from the fact that
the function f (x) = x + (n + 1)/x attains its maximum on the segment [3, (n + 1)/2] at x = (n + 1)/2. �

Using Lemma 4.3, Lemma 3.14 can now be refined.

Lemma 4.4. If G and G′ are non-isomorphic graphs of orders n�n′, then

D1(G, G′)�(n + 5)/2

unless

�(G)�n/2 and G′ = G�n′−n v for some v ∈ V (G) with �G(v) = �(G). (12)

In the latter case we have

�(G) + 1�W(G, G′)�D1(G, G′)��(G) + 2. (13)

Note that the condition (12) determines G′ up to isomorphism with two exceptions if n is even. Namely, for

G = Km � Km and G = Km � Km there are two ways to extend G to G′.
The gap between the bounds (13) can be completely closed.

Lemma 4.5. Let G and G′ be graphs of orders n�n′. Assume the condition (12). Then W(G, G′) = �(G) + 1 for all
such G and G′, D0(G, G′) = �(G) + 1 if [v]G is an inclusion-maximal homogeneous set, and D(G, G′) = �(G) + 2
if [v]G is not.
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Proof. For simplicity we assume that [v]G is an independent set. Otherwise we can switch to G and G′ by Proposition
2.4. Denote s = �(G) = |[v]G|.

Case 1: [v]G is maximal independent. We show the upper bound D0(G, G′)�s + 1 by describing Spoiler’s strategy
winning the 0-alternation EHRs+1(G, G′). Spoiler selects s + 1 vertices in [v]G′ . Duplicator is forced to select at least
one vertex u1 ∈ [v]G and at least one vertex u2 /∈ [v]G. Since [v]G is a maximal independent set, u1 and u2 are adjacent
and this is Spoiler’s win.

Case 2: [v]G is not maximal. We first show the bound W(G, G′)�s + 1 by describing Spoiler’s strategy winning
EHRs+1

s+2(G, G′). As in the preceding case, Spoiler selects s + 1 vertices in [v]G′ and there are u1 ∈ [v]G and u2 /∈ [v]G
selected in response by Duplicator. Assume that u1 and u2 are not adjacent for otherwise Duplicator loses immediately.
Since u1 and u2 are not similar, there is u ∈ V (G)\{u1, u2} adjacent to exactly one of u1 and u2. It follows that u /∈ [v]G.
Note that u could not be selected by Duplicator in the first s+1 rounds without immediately losing. Therefore, Duplicator
has selected in [v]G at least two vertices, say, u0 and u1. In the (s + 2)th round Spoiler moves the pebble from u0 to
u and wins because the counterparts of u1 and u2 in G′ are similar and hence equally adjacent or non-adjacent to any
counterpart of u.

We now show the bound D(G, G′) > s + 1 by describing Duplicator’s strategy winning EHRs+1(G, G′). Whenever
Spoiler selects a vertex of either graph, Duplicator selects its copy in the other graph, with the convention that the copy
of a vertex in [v]G′ is an arbitrary unselected vertex in [v]G. This is impossible in the only case when Spoiler selects
s + 1 vertices all in [v]G′ . Then Duplicator, in addition to s vertices of [v]G, selects one more vertex extending [v]G to
a larger independent set. �

Proof of Theorem 4.1. 1–2. We start with proving the lower bound D(G)�W(G)��(G)+1. The case that �(G)=1
is trivial because W(G)�2 for all G. Given G with �(G)�2, fix a vertex v with �G(v) = �(G) and let G′ = G�1 v.
By Lemma 4.3 we obtain W(G)�W(G, G′)��(G) + 1.

Let us now prove the upper bounds. By Proposition 2.3, we have to show that

W(G, G′)� max{�(G) + 1, (n + 5)/2} (14)

and

D1(G, G′)� max{�(G) + 2, (n + 5)/2} (15)

for every G′ non-isomorphic to G. Denote the order of G′ by n′. If n′ �n, then (15) follows directly from Lemma 4.4
and (14) follows from Lemmas 4.4 and 4.5.

If n′ < n, we use Lemma 4.4 with G and G′ interchanged (we will refer to (12) and (13) with G and G′ as well as
n and n′ interchanged). If the condition (12) is false, then D1(G, G′)�(n′ + 5)/2�(n + 4)/2. If (12) is true, then
�(G) > �(G′) and by (13) we have D1(G, G′)��(G′) + 2��(G) + 1. In either case

W(G, G′)�D1(G, G′)� max{�(G) + 1, (n + 4)/2} (16)

and we again come to (14) and (15).
3. Suppose that

�(G)�(n + 2)/2. (17)

Let v be a representative of the largest similarity class in G. We already know that in any case �(G) + 1�D(G)�D1
(G)��(G) + 2. If the homogeneous set [v]G is not inclusion-maximal, let G′ = G�1 v. By Lemma 4.5 we have
D(G)�D(G, G′) = �(G) + 2 and hence D(G) = D1(G) = �(G) + 2.

The case that [v]G is inclusion-maximal is a bit more complicated. We have to show that

D1(G, G′)��(G) + 1 (18)

for every G′ non-isomorphic to G. If n′ < n, we have already established (16) which implies (18) on the account of
(17). Assume that n′ �n.

If the condition (12) is true, we have (18) because D0(G, G′) = �(G) + 1 by Lemma 4.5. If (12) is false, by Lemma
4.4 we have

D1(G, G′)�(n + 5)/2. (19)
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This proves (18) if �(G)�(n + 3)/2. In the only remaining case of �(G) = (n + 2)/2, note that n is even and hence
(19) is equivalent to D1(G, G′)�(n + 4)/2 = �(G) + 1.

4. By Item 1 of the theorem, W(G)�(n+5)/2 iff �(G)�(n+3)/2 and, if �(G) > (n+3)/2, then W(G)=�(G)+1.
It remains to notice that, given G, its vertex set is easy to split into the similarity classes and therefore the similarity
index �(G) is efficiently computable.

With the logical depth D(G) we have to be a bit more careful. By Item 2 of the theorem, D(G)�(n+5)/2 whenever
�(G)�(n + 1)/2. By Item 3, if �(G) > (n + 1)/2, we can determine D(G) exactly and hence decide whether or not
D(G)�(n + 5)/2 (which still may happen if �(G)�(n + 3)/2). We can do it efficiently because the maximality of a
homogeneous set with respect to inclusion is easy to check. �

Remark 4.6. Throughout the paper we tacitly assume that we consider only finite graphs. However, in a natural
strengthening of Definition 2.2 we could require that a defining sentence for a graph G should distinguish G from
every non-isomorphic G′ of any cardinality, both finite and infinite. Denote the logical depth of G modified in this way
by D∗(G). We obviously have D(G)�D∗(G) but it does not seem so obvious whether or not D∗(G) can be strictly
greater. Anyway the upper bounds stated in Theorems 4.1 and 6.2 for D(G) hold true for D∗(G) with virtually the same
proof. In particular, Lemmas 3.14, 4.3, 4.4, and 4.5 remain true if G is finite and G′ is infinite under an appropriate
modification of Definition 3.13. Note also that the number D(G, G′) for non-isomorphic G and G′ may not exist if both
G and G′ are infinite (see, e.g., [14, Theorem 3.3.2]) but always exists if at least G is finite. Under the latter condition
Propositions 2.3 and 2.5 also remain true, the former with D∗(G) in place of D(G).

5. Distinguishing graphs with no quantifier alternation

Theorem 3.1 is proved in a rather strong form: the class of distinguishing sentences is restricted to those with
alternation number 1. We now further restrict the alternation number to the smallest possible value of 0. Note that, if
graphs are distinguished by a 0-alternation formula �, they are distinguished as well by a subformula of � containing
either only existential or only universal quantifiers. Somewhat surprisingly, even under this restriction on the class of
distinguishing sentences Theorem 3.1 holds true just with a little bit worse bound.

In terms of the Ehrenfeucht game, we restrict the ability of Spoiler to alternate between graphs during play (see
Proposition 2.5.3). He only keeps the freedom to choose a graph in which he will move all the time.

Theorem 5.1. If G and G′ are non-isomorphic graphs of the same order n, then D0(G, G′)�(n + 5)/2.

Proof. We will describe a strategy for Spoiler winning the 0-alternation game EHR�(n+5)/2�(G, G′). Given a set of
vertices X in a graph H and a partial isomorphism � : X → X′ to another graph, we will use the notions introduced
in Section 3.1: the partitions C(X) and D(X), the set Y (X), and the �-similarity relation ≡�. We set the following
notation:

s(X) = |X|,
t (X) = |C(X)|,
c(X) = max {|C| : C ∈ C(X)} ,

d(X) = max {|D| : D ∈ D(X)} .

For brevity, we will not indicate the dependence on X, writing merely Y, s, t, c, and d.
At the start of the game Spoiler chooses H ∈ {G, G′} and a set X ⊂ V (H) with t �s + 1 according to the following

criteria.
Criterion 1: First of all, he maximizes s.
Criterion 2: Then, if there is still some choice, he minimizes c.
Criterion 3: Finally, he minimizes d.
Let us assume H = G. As s + t �n, we have s�(n − 1)/2.
Spoiler selects all vertices in X in any order. Denote the set of vertices of G′ selected in response by Duplicator by

X′. Let t ′ = t (X′) and c′ = c(X′). Assume that Duplicator has not lost up to now, that is, has managed to maintain the
partial isomorphism � : X → X′. Let C1, . . . , Ct (resp. C′

1, . . . , C
′
t ′ ) be all classes in C(X) (resp. C(X′)).
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If there is a class Ci without �-similar counterpart in C(X′), Spoiler wins in one move by selecting a vertex in Ci ,
having made s + 1�(n + 1)/2 moves at total. We therefore suppose that t ′ � t and, for every i� t , the classes Ci and
C′

i are �-similar. Thus, t ′ �s + 1 = s′ + 1 and, by Criterion 2 of the choice of (H, X), we conclude that there is C′
m

such that |Ci |� |C′
m| for all i.

Define Ci = ∅ for all t < i� t ′. Suppose first that for some i� t ′ we have |Ci | �= |C′
i | (this is necessarily so if i > t).

As G and G′ have the same order, there must be an i� t ′ with |Ci | > |C′
i |. Spoiler wins by selecting |C′

i | + 1 vertices
inside Ci . Observe that |C′

i | < |Ci |� |C′
m| and that

2 |C′
i | + 1� |C′

i | + |C′
m|�(n − s′) − (t ′ − 2)�n − 2s + 1.

The total number of Spoiler’s moves is, therefore, at most s + |C′
i | + 1�n/2 + 1, within the required bound.

Suppose from now on, that t ′ = t and |Ci | = |C′
i | for all i� t . In particular,

c = c′. (20)

Without loss of generality, assume that |Ci | = |C′
i | = 1 precisely for i�q. Note that Y = ⋃q

i=1Ci and Y ′ = ⋃q
i=1C

′
i ,

where Y ′ = Y (X′). Similarly to the proof of Lemma 3.14, we extend � to �∗ : X ∪ Y → X′ ∪ Y ′ by the condition
that �∗ maps each Ci with i�q onto C′

i . Similarly to Claim 3.14.2, if �∗ is not an isomorphism from G[X ∪ Y ]
to G′[X′ ∪ Y ′], then Spoiler wins by selecting 2 vertices in Y, having made altogether s + 2�(n + 3)/2 moves. In
the sequel we, therefore, suppose that �∗ is a partial isomorphism from G to G′. We will make use of the following
observation, provable similarly to Claim 3.14.3. Let Z = V (G)\(X ∪ Y ).

Claim 5.1.1. From now on, whenever Spoiler selects a vertex v ∈ Z, Duplicator responds with a �∗-similar vertex or
otherwise loses in the next round at latest with no alternation. �

Let D1, . . . , Dp (resp. D′
1, . . . , D

′
p′ ) be all classes in D(X) (resp. D(X′)). We now claim that every class Di has a

�∗-similar counterpart in D(X′) or otherwise Spoiler wins in at most 2 next moves with no alternation, having made
altogether at most s + 2�(n + 3)/2 moves. Indeed, if a Di has no �∗-similar counterpart, Spoiler selects a vertex in
the Di and wins either immediately or in the next move by Claim 5.1.1. We hence will assume that p′ �p and, for all
i�p, the classes Di and D′

i are �∗-similar. If p′ > p, define Di = ∅ for all p < i�p′.
We now show that each class in D(X) or D(X′) consists of pairwise similar vertices as defined in Definition 3.2.

Suppose, to the contrary, that vertices u and v lie in the same Di and some w is connected to one of u, v but not to the
other. By the definition of Di such w must lie in Z; but then moving w to X we increase t at least by one. Indeed, if w

belongs to the same Di , the class C1 ∈ C(X) including Di splits up into at least two subclasses, containing u and v,
respectively, while no class in C(X) disappears. If w belongs to another Dj , the class C1 splits up as well, while the
class C2 ∈ C(X) including Dj still stays because it has at least two elements. Since the relation t �s + 1 is preserved,
we get a contradiction with Criterion 1 in the choice of (H, X). The same argument applies for D(X′).

It follows that, for any distinct i, j �p, each of G[Di], G′[D′
i], G[Di, Dj ] and G′[D′

i , D
′
j ] is either complete or

empty. The same is true about every G[Di, {v}] and G′[D′
i , {v′}] for v ∈ X ∪ Y and v′ ∈ X′ ∪ Y ′. We now claim that,

for every i�p, j �p such that j �= i, and v ∈ X ∪ Y ,

1. G[Di] with at least 2 vertices is complete iff G′[D′
i] is,

2. G[Di, Dj ] is complete iff G′[D′
i , D

′
j ] is, and

3. G[Di, {v}] is complete iff G′[D′
i , {�∗(v)}] is

or otherwise Spoiler wins in at most 3 next moves with no alternation, having made altogether s + 3�(n + 5)/2
moves. For example, consider the case that G[Di] has at least 2 vertices and is complete but G′[D′

i] is empty. Then
Spoiler selects two vertices in Di . If both Duplicator’s responses are in D′

i , he loses immediately. Otherwise Duplicator
responds at least once with a vertex which is not �∗-similar. Then Spoiler wins in the next move according to Claim
5.1.1.

We, therefore, suppose that the above three conditions are obeyed for all i, j �p and v ∈ X ∪ Y . It follows that, if
|Di | = |D′

i | for all i�p′ and, in particular, p′ = p, then G and G′ should be isomorphic. Since this is not so, there is
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l�p′ such that |Dl | �= |D′
l |. As G and G′ have the same order, we can assume that

|Dl | > |D′
l |. (21)

Note that p′ > t − q for else the D′-classes are identical to the C′-classes, which contradicts Eq. (21). Thus,

p′ �s + 2 − q. (22)

It follows from (20) and Criterion 3 of the choice of (H, X) that there exists k�p′ such that |Di |� |D′
k| for all i. We

have |D′
l | < |Dl |� |D′

k|, so

2 |D′
l | + 1� |D′

l | + |D′
k|�(n − s − q) − (p′ − 2)�n − 2s,

where the latter inequality follows from (22).
Now, Spoiler selects |D′

l | + 1 vertices inside Dl . Duplicator cannot reply to this with all moves in D′
l and hence

replies at least once with a vertex which is not �∗-similar. According to Claim 5.1.1 Spoiler wins either immediately
or in the next round. The total number of moves is at most

s + |D′
l | + 1 + 1�s + n − 2s − 1

2
+ 2 = n + 3

2
,

as required.

6. Defining graphs of bounded degree

The degree of a vertex v in a graph, denoted by deg(v), is the number of edges incident to v. The maximum degree
of a graph G is defined by �(G) = maxv∈V (G) deg(v). The distance between vertices v and u in a graph, dist(v, u), is
the smallest number of edges in a path from v to u. If U ⊆ V (G), then dist(v, U) = minu∈U dist(v, u). Recall that the
similarity index �G(v) of a vertex v is defined in Definition 3.2.

Lemma 6.1. If v is a non-isolated vertex of a graph G, then

�G(v)��(G) + 1. (23)

Proof. By Lemma 3.3, the similarity class [v]G is either a clique or an independent set. If it is a clique, then the bound
(23) is clear. Otherwise, there must exist a vertex u /∈ [v]G adjacent to v. As u is adjacent to every vertex in [v]G, we
have �G(v)� deg(u)��(G) in this case. �

Theorem 6.2. Let d �2. If G is a graph of order n with �(G) = d that has no isolated vertex and no isolated edge,
then

D1(G) < cd n + d2 + d + 4

for a constant cd = 1
2 − 1

4d−2d−5.

The constant cd as stated in the theorem is far from being best possible. We do not try to optimize it; our goal is more
moderate, just to show the existence of a cd strictly less than 1

2 . In the case of d = 2, which is simple and included just
for uniformity, an optimal bound is D1(G)�n/3 + O(1). Without the assumption that G has no isolated vertex and
edge, the theorem holds true for no cd < 1

2 : a counterexample is provided by G which is the disjoint union of isolated
edges and the complete graph on d + 1 vertices.

Proof. According to Proposition 2.3, we have to estimate D1(G, G′) for any G′ non-isomorphic to G. Referring to
Proposition 2.5.3, we design a strategy for Spoiler winning the 1-alternation Ehrenfeucht game on G and G′ in at most
cd n + d2 + d + 4 rounds. Clearly, we may assume that �(G′)�d for otherwise Spoiler wins in at most d + 2 moves
by selecting a star K1,d+1 in G′. Another assumption we made on G′ is the absence of isolated vertices and edges in
this graph. It is clear that otherwise Spoiler wins in 3 moves with 1 alternation.
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A component of a graph is a maximal connected induced subgraph. We call a component small if it has at most d2 +1
vertices. Denote the union of all small components of G by K and the remaining part of the graph by H. The similar
notation K ′ and H ′ will be used for G′. Since G = K � H and G′ = K ′ � H ′ are non-isomorphic, we have K�K ′ or
H�H ′. Consider the former case first.

Spoiler enforces play on non-isomorphic K and K ′ as explained below. He starts in K if this graph has at least as
many components as K ′ has and starts in K ′ otherwise. Without loss of generality assume the former.

Spoiler selects one vertex in each component of K. This takes at most n/3 moves as every component of G has at
least 3 vertices. He keeps doing so until one of the following happens.

1. Duplicator moves outside K ′. Denote the vertex of H ′ that he selects in this move by v′. Then Spoiler switches
to G′ and wins in at most d2 + 1 extra moves by selecting a connected induced subgraph on d2 + 2 vertices
including v′.

2. Duplicator makes two moves in the same component of K ′. Denote the two selected vertices by v′ and u′. Then
Spoiler switches to G′ and wins in at most d2 − 1 extra moves by selecting a path from v′ to u′.

3. While Spoiler selects a vertex in a component C of K, Duplicator responds with a vertex in a component C′ of
K ′ such that C′�C. Then Spoiler wins in at most d2 extra moves by selecting all vertices of C if |C|� |C′| or all
vertices of C′, otherwise.

It is clear that one of the three situations must happen sooner or later. Thus, Spoiler wins in at most n/3 + d2 + 1
moves with at most 1 alternation between G and G′.

Consider now the case that H�H ′. Spoiler enforces play on H and H ′ moving all the time in these graphs. Once in
response to Spoiler’s move v ∈ V (H)∪V (H ′) Duplicator moves in K or K ′, Spoiler wins in at most d2 +1 extra moves
by selecting a connected induced subgraph on d2 + 2 vertices including v. We will therefore assume that Duplicator
agrees to play on H and H ′.

Denote the order of H by m. We split our description of Spoiler’s strategy into three phases.
Phase 1: Spoiler will make moves in pairs. Let i�1. Denote the vertices selected by him in the (2i − 1)th and 2ith

rounds of Phase 2 by xi and yi , respectively. Suppose that Spoiler has already made 2(i − 1) moves and selected a set
Xi−1 = {x1, y1, ..., xi−1, yi−1} ⊂ V (H). Let us explain how xi and yi are now selected.

If there is a vertex x ∈ V (H) such that

• dist(x, Xi−1)�5 and
• for all y with dist(x, y)�2 we have deg(y)� deg(x),

then Spoiler selects this x for xi .

Claim 6.2.1. Suppose that xi = x does exist. Then there are vertices u, y, v such that {x, u}, {u, y}, {y, v} ∈ E(H)

while {x, y}, {x, v} /∈ E(H).

Proof of Claim. Let C be the component of H containing x. It should contain a vertex v with dist(x, v) = 3 for else
every vertex of C would be at distance at most 2 from x and hence C would have at most 1 + d + d(d − 1) = d2 + 1
vertices. Let (x, u, y, v) be an arbitrary path from x to v. The vertices u, y, v are as desired. �

If xi = x is selected, Spoiler chooses some u, y, v as in the claim and takes the y for yi .
If no such x exists, Phase 1 ends. Suppose that this phase lasts 2r rounds. Given X ⊂ V (H), let C(X) denote the

partition of V (H)\X into ≡X-equivalence classes (see Definition 3.4).

Claim 6.2.2. |C(Xi)|� |C(Xi−1)| + 3 if i < r and |C(Xr)|� |C(Xr−1)| + 2.

Proof of Claim. We will show that, if we extend Xi−1 to Xi , one of the classes in C(Xi−1) splits up into at least 4
parts if i < r and into at least 3 parts if i = r .

By the choice of u, y = yi , and v, we have dist(xi, u) = 1 and dist(xi, v) = 3. Since dist(xi, Xi−1)�5, neither u and
v is in Xi−1. Note that u is adjacent to both xi and yi , while v is adjacent to yi but not to xi .
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Since deg(xi)� deg(yi) and �(yi)\�(xi) contains at least one vertex v, there must be a vertex w adjacent to xi but
not to yi . Like u and v, we have w /∈ Xi−1.

Thus, u, v, and w belong to pairwise distinct classes of C(Xi). If we assume that i < r , we are able to find a vertex
in yet another class. Indeed, consider z = xi+1. Since dist(z, Xi)�5, this vertex is adjacent neither to xi nor to yi .

On the other hand, every of u, v, w, and z is at distance at least 2 from Xi−1. Therefore, all of them are in the same
class of C(Xi−1). �

Phase 2: As long as possible, Spoiler extends X = Xr by one vertex so that |C(X)| increases at least by 1. Phase 2
ends as soon as Spoiler arrives at a C-maximal set X ⊂ V (H) (in the sense of Definition 3.6 with respect to H).

Suppose that Phase 2 lasts h rounds. At the end of this phase we therefore have

|X| = 2r + h

and

|C(X)|�1 + 3(r − 1) + 2 + h = 3r + h.

It follows that |C(X)|� |X| + r and hence m� |X| + |C(X)|�2|X| + r . We conclude that

|X|� m − r

2
.

Phase 3: Spoiler now plays precisely as in Phase 2 of the strategy designed in the proof of Lemma 3.14. By Lemma
3.16, with Lemma 6.1 taken into account, Spoiler wins the game on H and H ′ making totally at most

|X| + d + 3� m − r

2
+ d + 3 (24)

moves. It therefore remains to show that r is linearly related to m, that is, Phase 1 cannot be too short.

Claim 6.2.3. Let Vk = {x ∈ V (H) : dist(x, Xr)�2k + 3}. Then Vd+1 = ∅.

Proof of Claim. ProvidedVi �= ∅, denotedi=max {deg(x) : x ∈ Vi} and consider an arbitrary z ∈ Vi with deg(zi)=di .
Since Phase 1 has ended in 2r rounds and no further xr+1 can be chosen any more, z does not satisfy the criteria for
xr+1. This means that there is y such that dist(y, z)�2 and deg(y) > deg(z). The latter implies that y /∈ Vi , i.e.,
dist(y, Xr)�2i + 2. It follows that dist(z, Xr)�2i + 4 and therefore, z /∈ Vi+1. We conclude that Vi+1 contains no
vertex of degree di and hence either Vi+1 = ∅ or di+1 < di . Since the chain d1 > d2 > d3 > . . . can have length at most
d, we must have Vi = ∅ no later than for i = d + 1. �

Thus, |V (H)\Vd+1| = m. By the definition of Vd+1 we have

|V (H)\Vd+1|� |Xr |(1 + d + d(d − 1) + d(d − 1)2 + · · · + d(d − 1)2d+3) < |Xr |d2d+5

and hence r > m/(2d2d+5). Substituted in (24), this shows that Spoiler wins in less than(
1

2
− 1

4d2d+5

)
m + d + 3�cd n + d + 3

moves. Recalling that Duplicator can at some time deviate from playing within H and H ′, we have to increase this
bound by d2 + 1. �
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